

## CHAPTER ONE

## (( Basics ))

## 1. Sign

We seem as a species to be driven by a desire to make meanings. Distinctively, we make meanings through our creation and interpretation of 'signs'. Signs take the form of words, images, sounds, odors, flavors, acts or objects, but such things have no intrinsic meaning and become signs only when we invest them with meaning. Anything can be a sign as long as someone interprets it as 'signifying' something -referring to or standing for something. In other words, a sign is "whatever that signifies or stands for something" and as can be inferred from above it may be understood as an intersection or relationship between form and meaning, where form is something concrete and meaning is the concept or object that appears in our minds when we encounter the form.
Saussure offered a 'dyadic' or two-part model of the sign. He defined a sign as being composed of:

* a 'signifier' (signifiant) - the form which the sign takes; and
* the 'signified' (signifié) - the concept it represents

If we take a linguistic example, the word 'Open' (when it is invested with meaning by someone who encounters it on a shop doorway) is a sign consisting of:

* a signifier (form): the written word open;
* a signified concept (meaning): that the shop is open for business

The word 'table' (when it is invested with meaning by someone who hears it) is a sign consisting of:

* a signifier (form): the oral word table;
* a signified concept (meaning): a wooden object with four legs

If somebody has a red nose (when it is invested with meaning by someone who sees it) is a sign consisting of:

* a signifier (form): a physical form;
* a signified concept (meaning): the person is afflicted with allergy or cold

The schematic representation of sign would look like:


As illustrated in the examples, a form without a meaning is not sign, nor is a meaning without a form. It may be argued that form and meaning cannot exist apart from one another, and it is not easy to argue otherwise. Here, we can define communication as 'the use of signs' in which one presents the signs to others. Accordingly we can define a third component for sign which is called interpreter. The relationship between the form of a sign and its meaning must be part of the knowledge of its interpreter. In the course of communication the speaker may attach a meaning to the form she presents while the interpreter or third party may attach another meaning to that form. As a result, interpreter adds an aspect or dimension of variability to our understanding of sign, because different interpreters may recognize different aspects of meaning in association with different forms.

form آن است كه بر چيزى دلالت دارد و يا مظمر آن چیيز است. مىتوان sign را همـان رابطـه ميـان Sign


 پايه تداعى مى كند. شايد بتوان كفت form و meaning هييج كدام به تنهايى و جدا از يكديگر وجود ندارند.
 ميان form و meaning بايد بخشى از دانش interpreter باشد زيرا ممكن است گوينده يك meaning خاص را با به يــى form خـاص بدهــد در حـالى

There are three types of signs, which differ according to the three types of relationship that exist between form and meaning:


Icon: is a sign whose form has actual characteristics of its meanings. For example the sign shown on the left, means man. Its meaning is so obvious because the sign has the actual characteristics of the meaning.

Index: is a sign whose form has characteristics which are only associated in nature with its meaning. For example, skull and crossed bones traditionally mean 'poison'. Let's consider the indexical nature of this signs. You can infer that if you drink the content of the container, in a few months you will look like this.

Symbol: is a sign whose form is arbitrarily or conventionally associated with its meaning. For example, the symbol on the left, which has written modality, has no relationship with its meaning; that is, by no means can you bring to your mind that 'round plastic' object by seeing the form. In fact, nothing in nature associates this form with this meaning.

## 2. Linguistic Competence vs. Linguistic Performance

Language and speech are not synonyms. Speech is a concrete, physical act - the production of specific utterances containing particular words arranged in particular ways and expressed by means of certain sounds. Language is a mental phenomenon, a body of knowledge about sounds, meanings and syntax which resides in the mind. This knowledge can be put to use but the speech, or writing, that results is merely a representation of the language.
The knowledge of language is rarely conscious; that is, speakers of a language are not aware of what they know. Furthermore, our use of this unconscious knowledge is often subject to error. Our linguistic knowledge permits us to form longer and longer sentences by joining sentences and phrases together or adding modifiers to a noun. Very long sentences are theoretically possible, but they are highly improbable. Evidently, there is a difference between having the knowledge necessary to produce sentences of a language and applying this knowledge. It is a difference between linguistic competence and linguistic performance. Linguistic competence is the unconscious body of knowledge that accounts for speakers' linguistic ability and creativity. Linguistic performance, on the other hand, is the actual use of linguistic competence in the production and comprehension of language; it is behavior as distinguished from lingustic knowledge.
Being a mental reality and not directly observable, linguistic competence is determined by two ways by linguists. First, they can investigate language by noting instances of actual language behavior. Linguists observe the sentences produced by speakers as well as those comprehended by listeners and attempt to determine the kinds of linguistic knowledge that people must have to use language as they do. Second, speakers of language can make judgments about sentences; they can tell when a sentence is ambiguous, or when it is ungrammatical. To make such judgments requires an underlying knowledge of the language, and thus speakers' judgments about sentences provide the linguists with further insight into that knowledge.

## 3. Three Sub-structures of Language/ Linguistic Competence

Linguistic competence is composed of three components.

### 3.1. Knowledge of the Sound System

This knowledge consists of two parts; phonetics and phonology. Phonetics is the study of speech sounds. To describe speech sounds, it is necessary to know what an individual sound is, and how each sound differs from all others. Besides, we know which sounds may start a word, end a word, and follow each other; this is phonology. Phonology could be defined as the way speech sounds form patterns. These patterns may be as simple as the fact that the velar nasal cannot begin a syllable in English, or as complex as why the $g$ in sign is silent, but is pronounced in the related word signature.

### 3.2. Knowledge of Words

Knowing the sounds and sound patterns in our language constitutes only one part of our linguistic knowledge. Knowing a language means also knowing that certain sequences of sounds signify certain concepts or meanings. Speakers of English know what boy means, and that it is different from girl. Technically speaking, this substructure is called morphology which concerns the classes of morphemes, and their co-occurrence in sentences and combination as words. Morphological rules express the possible combination of morphemes as words. For example, $[\mathrm{d} \wedge \mathrm{g}]$ combines with $[\mathrm{z}]$ to yield [ $\mathrm{d} \wedge \mathrm{gz}]$ while $[\mathrm{kæt}]$ combines with $[\mathrm{s}]$ to yield $[\mathrm{kæts}]$.

### 3.3. Knowledge of Sentences and Non-sentences

To memorize and store an infinite set of sentences would require an infinite storage capacity. However, the brain is finite, and even if it were not, we could not store novel sentences. When you learn a language you must learn something finite that can be stored. If putting one word after another in any order always formed sentences, then language could simply be a set of words. However, words are not enough and that is why we reject What are drinking and go home? as unacceptable. Therefore, in addition to knowing the words of the language, linguistic knowledge includes rules for forming sentences, called knowledge of syntax, i.e. the ability to distinguish grammatical sentences from ungrammatical ones. Syntax concerns the combinations of words as phrases and of phrases as sentence. Every language has words, which combine as phrases and sentences. The possibilities of combination are strictly limited, so every language has syntax or sentence structure. Syntactic rules specify the possible combinations of words as phrases and as sentences of general types, such as affirmative, statements, etc.

## 4. Grammar

The word grammar has two usages. In one sense, grammar refers to the mental grammar speakers have in their brain, i.e. it refers to the knowledge speakers have about the units and rules of their language-rules for combining sounds into words (called phonology), rules of word formation (called morphology), rules for combining words into phrases and phrases into sentences (called syntax), as well as the rules for assigning meaning (called semantics). In another sense grammar refers to the systematic, formal, explicit description of this linguistic knowledge. The second sense will be discussed in more details below.

## 5. Descriptive vs. Prescriptive Approach

As an elaboration on the second sense of grammar, to the extent that the linguist's description is a true model of the speakers' linguistic capacity, it is a successful description of the grammar and of the language. Such a model is called a descriptive approach. It does not tell you how you should speak; it describes your basic linguistic knowledge. The rules in such a grammar are constitutive - rules that are essential for the very existence of an activity or phenomenon.
The view of grammar as a set of rules specifying the 'proper' use of a language is best characterized as the prescriptive approach. Proponents of this approach wished to prescribe rather than describe the rules of grammar; the rules in such a grammar are regulative - rules that regulate an already existing activity (in this case, language). Some familiar examples of prescriptive rules for English sentences are:

* You must not split an infinitive.
* You must not end a sentence with a preposition.

Following these types of rules, traditional teachers would correct sentences like Who did you go with? to With whom did you go?

## 6. Teaching Grammar

Prescriptive grammar of a language is different from a teaching/ pedagogical grammar which is used to learn another language or dialect. Teaching grammars are used in school to fulfill language requirements. They can be helpful to people who do not spak the standard or prestige dialect, but find it would be advantageous socially and economically to do so. Teaching grammars state explicitly the rules of the language, list the words and their pronunications, and aid in learning a new language or dialect.
Teaching grammar assumes that the student already knows one language and compares the grammar of the target language with the grammar of the native language. The meaning of a word is given by providing a gloss - the parallel word in the student's native language such as خانـ for house. Sounds of the target language that do not occur in the native language are often described by reference to known sounds. The rules on how to put words together to form grammatical sentences also refer to the learner's

## Questions

1- In $\qquad$ grammars are viewed as a set of rules for the proper use of language.
(Public University 82)

1) descriptive approach
2) prescriptive approach
3) structural analysis
4) immediate constituent analysis

2-Complete the following sentence with one of the choices:
(Public University 83)

## Descriptive linguistics

$\qquad$ .. .

1) contains the regulative rules of the competence
2) contains rules of what language should be
3) describes the regulative rules in the language
4) describes the knowledge that underlies language use

## 3-Complete the following sentence with one of the choices:

(Public University 83)
Language is $\qquad$ .

1) an extremely complex and infinitely productive communication
2) a highly abstract knowledge which enables us to speak, read and write
3) the body of knowledge which links meaning with reading and writing
4) a complex, abstract and productive system which links meaning with sound

4- The perception and production of speech is called $\qquad$ (Public University 84)

1) performance
2) competence
3) comprehensible input
4) conventional knowledge

5- A ........ is a word in one language given to express the meaning of a word in another language.

1) cognate
2) content word
3) gloss
4) loan word

6-Competence is $\qquad$ (Public University 85)

1) a set of rules about grammar
2) the body of linguistic knowledge
3) the grammatical patterns of a language
4) the unconscious use of sounds and meanings

## 7- Grammar is

$\qquad$ .. .
(Public University 85)

1) as set of rules about our performance
2) a set of rules which make up the competence
3) the explicit description of performance
4) the formal description of linguistics competence

8-Performance is $\qquad$ (Public University 85)

1) a representation of human communications in its abstract form
2) the unconscious knowledge about sounds, meanings, and syntax
3) the use of languages in daily life
4) the actual language competence

## 9-Grammar is

$\qquad$ (Public University 86)

1) a set of rules about our performance.
2) the explicit description of performance
3) a set of rules which make up the competence
4) the formal description of linguistic competence

10- Who suggested the following dichotomies as theoretical means to analyze language as a semiotic system? 'Langue/ Parole", ''Signifiant/ Signifie".
(Azad University 88)

1) Chomsky
2) Bloomfield
3) Jacobson
4) Saussure


## CHAPTER FOUR

## (( Development of Writing ))

The early seeds from which writing developed were probably the early drawings made by ancient humans. Cave drawings called petroglyphs, such as those found in Spain, drawn over twenty thousand years ago, can be 'read' today. But pictures are not writing. In writing, visual signs are in the regular relation to language, and persons who know a writing system will interpret its signs very similarly; however, pictures may be in a more or less regular relation to reality but in no regular relation to language.

Picture-writing/ Pictogram: when pictures came to be a direct image of the objects they represent, we can begin to describe the product as a form of picture-writing or pictogram. There is a non-arbitrary relationship between the form and meaning of the symbol. In this way, a form such as ${ }^{\text {嫁 }}$ represents sun. As you see, pictograms are iconic and thus there is a non-arbitrary relationship between form and meaning. Furthermore, since this early form of writing represented objects in the world directly rather than through the linguistic names given to these objects, they didn't represent the words and sounds of spoken language.


Pictograms are used today in international road signs, where the native language of the region might not be understood by all travelers. Such symbols can be understood by anyone because they do not depend on the words of any language.
居 form و Picture-writing به رسم تصاوير اشيا گفته مى شد. در اين جا رابطهاى كه بين وجود داشت رابطهى قردادى نبود.

Idea-writing/ Ideogram: when pictogram was accepted as the representation of an object, its meaning was extended to attributes of that object, or concepts associated with it. For example, the ideogram $\bigodot$ represented sun and its attributes 'heat', 'light', 'warmth', 'daytime', etc. Still, at this stage the image doesn't represent words and sounds of spoken language. However, since we need to infer the meaning, the relationship between form and meaning is indexical.

هpictogram به عنوان نماد اشيا پذيرفته شدند كم كم مشخصههاى اشيا نيز به معـانى آن اضـافه شـدند بـراى مثـال تـصوير
خورشيد مىتوانست نشانه گرما، نور و .. باشد

The difference between pictograms and ideograms is not always clear. Ideograms tend to be less direct representations, and one may have to learn what a particular ideogram means. Pictograms tend to be more literal.

For example, the sign on the left is an ideogram. It represents the idea of no parking abstractly. On the other hand, the sign on the right is more literal, more like a pictogram.


Word writing/ Logogram: when the relationship between the symbol and the entity or idea becomes sufficiently abstract, we can be more confident that the symbol is being used to represent words in a language. When the symbols come to be used to represent words in a language, they are described as examples of logograms. A symbol, for example, like $\curvearrowleft \boldsymbol{F}$ represented sun.

The oldest logographic writing was used by the Sumerians about 5,000 years ago. Over the centuries the Sumerians simplified and conventionalized their pictography. They began to produce the symbols of their written language by pressing a wedge-shaped stylus that was pressed into soft clay tablets. This form of writing is called cuneiformliterally, 'wedge-shaped'.
A word-writing system would be awkward for English and other Indo-European languages because as was mentioned before, logograms are used to represent words, while in these language inflectional morphemes are pervasive as in books.
A modern writing system which is based, to a certain extent, on the use of logograms can be found in China. Many Chinese written symbols or characters are used as representations of the meaning of words and not of the sounds of the spoken language. This is an advantage for a country with this many population. Chinese who might have great difficulty understanding each other's spoken forms, can both read and understand the same written text. One major disadvantage is that quite a large number of different written symbols are required within this type of writing system. Another typical example of modern symbols based on logograms is represented by signs like,$+ \%$, $@$, etc.
Word writing: هنگامى كه ارتباط ميان يك نماد و انديشه كاملاً تخيلى باشد مى توان كَفت اين نمادها نماينده وازگًان هستند.

Rebus principle: when the symbol for one entity is taken over as the symbol for the sounds of the spoken word used to refer to that entity that symbol then comes to be used whenever that sound occurs in any word. In more comprehensible terms, it is a representation of words by pictures of objects whose names sound like (part of) the word. For example, we see 4 sale as an example of rebus on the window of many shops. Here, the pronunciation of 4 /for/ is taken for the pronunciation of the preposition for. In this way we have used a symbol (4) to represent another (for) based on the similarities of their sounds. Following are two other examples of rebus.

(This Sunday go upstairs)
(Free beer for a year)

Syllabic writing: through rebus principle, the symbols that were used for the pronunciation of parts of a word represented a combination of a consonant sound and a vowel sound (CV). This combination is one type of syllable. When a writing system employs a set of symbols each representing the pronunciation of a syllable, it is described as syllabic writing. Linear $B$ is an example of this writing system used by Greek speaking people about 3500 years ago. Among modern writing systems, Japanese writing system is said to use (partially) syllabic writing system. This writing system is not suitable for English and Indo-European languages, because as was mentioned before syllables are used to represent CV syllables, while these languages have clusters of consonants as in texts /tcksts/.

At the time that Sumerian pictography was flourishing, a similar system was being used by the Egyptians, which Greeks later called hieroglyphics (sacred carving). These sacred carvings originated as pictography and eventually came to represent both the concept and the word for the concept; that is, they turned into logograms. Through the rebus principle, hieroglyphics also became a syllabic writing system. At the same time another principle was at work.

Consonantal alphabet writing: the Phoenicians, a Semitic people in the Middle-east appear to have copied, adapted, and thoroughly transformed Egyptian writing. Their writing system had twenty-two characters, called the West Semitic Syllabary, which stood for consonants alone. The reader provided the vowels, and hence the rest of the syllable, through knowledge of the language. They used consonants to express lexical meanings, and vowels to express grammatical meanings. Thus the West Semitic Syllabary was both a Syllabary and a consonantal alphabet.

Alphabet writing: the ancient Greek tried to borrow the Phoenician writing system, but it was unsatisfactory as a syllabary because Greek had too complex a syllable structure. In Greek, unlike Phoenicians, vowels cannot be determined by grammatical context, so a writing system for Greek required that vowels have their own independent representations. Fortuitously, Phoenician had more consonants than Greek, so when the Greeks borrowed the system, they used the leftover consonant symbols to represent vowel sounds. The result was alphabetic writing, a system in which both consonants and vowels are symbolized.

Most alphabetic systems in use today derive from the Greek system. The Etruscans knew this alphabet and through them it became known to the Romans, who used it for Latin. Another line of development took the same basic Greek writing system into Eastern Europe where Slavic languages were spoken. The modified version, called the Cyrillic alphabet, is the basis of the writing system used in Russia today.

The following figure shows a coarse time line of the development of the Roman alphabet.

| 15000 B.C.E. | - | Cave drawings as pictograms |
| :--- | :--- | :--- |
| 4000 B.C.E. | - | Sumerians cuneiform |
| 3000 B.C.E. | - | Hieroglyphics |
| 1500 B.C.E. | - | West Semitic Syllabary of the Phoenicians |
| 1000 B.C.E. | - |  |
| 750 Ancient Greeks borrow the Phoenician consonantal alphabet |  |  |
| 500 B.C.E. | - | Etruscans borrow the Greek alphabet |
|  |  | Romans adapt the Etruscan/Greco alphabet to Latin |

## To be Remembered

* After syllabic writing, the symbols represent concepts and pronunciation. Furthermore, since rebus principle we have phonographic symbols, that is, a symbol in writing system that stands for the sounds of a word.
* The term sound writing is sometimes used in place of alphabetic writing, but it does not truly represent the principle involved in the use of alphabets. One-sound $\leftrightarrow$ one-letter is inefficient and unintuitive, because we don't need to represent the $\left[\mathrm{p}^{\mathrm{h}}\right]$ in pit and the [p] in spit by two different letters. Most alphabets have been devised on the phonemic principle.


## Questions

1- $10 \%$ is a $\qquad$ symbol.
(Public University 81)

1) logographic
2) rebus
3) syllabic
4) pictographic

2- In the syllabic type of writing, $\qquad$ (Public University 87)

1) no purely syllabic symbol is used
2) two symbols represent a single sound
3) symbols represent spoken syllables
4) a syllable consists of two or more sounds

3- What do we call a written or printed symbol which represents a word or morpheme in a language?
(Azad University 88)

1) ideogram
2) character
3) logogram
4) grapheme

## Answers

## 1-Choice "1"

When the written symbols come to be used to represent words in a language, they are described as examples of logograms. Typical example of modern symbols based on logograms is represented by signs like,$+ \%$, @, etc.

## 2- Choice "3"

In syllabic writing symbols represented a combination of a consonant sound and a vowel sound (CV). This combination is one type of syllable

## 3- Choice " 3 "

When the written symbols come to be used to represent words in a language, they are described as examples of logograms.

## Summative Test

1- When ideograms become associated with the words for the concepts they signify, they are called

1) pictogram
2) logogram
3) petroglyphs
4) hieroglyphics

2- Cuneiform writing which means 'wedge-shaped' is an example of

1) syllabic writing
2) ideogram writing
3 ) word writing system
3) rebus writing

3- In informal writing, sometimes 'for you' is represented as '4 you'; this is an example of

1) rebus principle
2) ideogram
3) picture writing
4) syllabic writing

2- The sign $\nless$ used in Microsoft Office to mean 'cut' is probably an instance of $\qquad$

1) ideogram
2) logogram
3) syllable
4) petroglyph

5- Phonographs came into writing system since

1) syllabic writing
2) alphabet writing
3) rebus principle
4) idea writing


## CHAPTER SIX

## (( Morphology ))

Morphology, which literally means 'the study of forms', is the identification, analysis, and description of morphemes, as well as the rules by which words are formed.
Grammar, as an account of a speaker's knowledge of language, must include a list of the morphemes used in the formation of words. Information is provided about the pronunciation and meaning of each morpheme, along with details about its grammatical features (e.g. whether it is prefix, suffix, root; what part of speech a root is). For literate speakers, the spelling, or orthography, of most of the words we know is included. The list of morphemes in a grammar is called a lexicon in order to avoid confusion with normal dictionaries that list words rather than morphemes. Each morpheme in the lexicon, along with the information about it, is called a lexical entry.

## 1. Classification of Morphemes

When morphemes are categorized based on form, they are divided into free and bound.


### 1.1. Free Morpheme

It is a single morpheme which can stand by itself as a single word such as happy, yes, and, if. Free morphemes fall into two classes.

Content (or Lexical ) words denote concepts such as objects, actions, attributes, and ideas that we think about such as happy, please, morph, tomorrow, etc. Thus it can be said these morphemes carry the content of the messages we convey. Content words are sometimes called the open class words because we cn and regularly do add new words to these classes. A new word, steganography, which is the art of hiding information in electronic text, entered English with the intenet revolution.
Function (or Grammatical) words specify grammatical relations and have little or no semantic content associated with them including conjuctions such as but and or; prepositions such as in and of; articles such as an and the. Becase we almost neer add new functional morphemes to the languae, they are described as closed class of words.

### 1.2. Bound Morpheme

It is a form that cannot normally stand alnoe and is typically attached to another form..
Inflectional morphemes mark properties such as tense, number, gender, case and so forth. These bound morphemes have a strictly grammatical function. In English there are only eight of them, all of which are suffixes attached to either nouns or verbs or adjectives:

$$
\left\{\begin{array}{l}
\text { Noun } \rightarrow-\text { 's (possessive), -s (plural) } \\
\quad \text { I have read all my father's books. } \\
\text { Verb } \rightarrow \text {-ed (past morpheme), -ing (progressive), -en (past participle), -s ( } 3^{\text {rd }} \text { person singular) } \\
\text { My brother looks very happy today because as he was looking through his old stuff this } m \\
\text { happened to find a poem he had written in his childhood. } \\
\text { Adjective } \rightarrow \text {-er (comparative), -est (supperlative) } \\
\text { Sara is older than Betty but Fatima is the oldest sister. }
\end{array}\right.
$$

My brother looks very happy today because as he was looking through his old stuff this morning he

Please remember that the functions within parantheses should be present in order for the morphemes to be counted inflectional morphemes. For example in sentence The book is interesting the morpheme -ing is not inflectional because it doesn't give interest the progresstive aspect but it makes an adjective out of a noun. So is the case with The teacher loves his job wherein -er is not an inflectional morpheme because it changes part of speech of the verb teach.
Derivational morphemes are added to a stem or root to form a new stem or word, possibly but not necessarily, resulting in a different grammatical category. When a derivational morpheme is added to a form, it adds meaning. For example, the addition of -ify to pure -purify- means 'to make pure'. Therefore, derivational morphemes have clear semantic content. In this sense they are like content words, except that they are not words. The derived word may be of a different grammatical calss than the origianl word:

| Noun to Adjective | Verb to Noun | Verb to Adjective |
| :--- | :--- | :--- |
| alcohol + ic | free + dom | read + able |
| affection + ate | sing + er | create + ive |
| boy + ish | conform + ist | migrat + ory |

Not all derivational moephjems cause a change in grammatical class:

| Noun to Noun | Verb to Verb | Adjective to Adjective |
| :--- | :--- | :--- |
| friend + ship | un + do | pink + ish |
| human + ity | re + cover | in + inflammable |

Root is the morpheme which remains when all affixes are stripped. A root is a lexical content morpheme that connot be analyzed into smaller parts. Some examples of English roots are paint in painter, read in reread, administer in administration, -ceive in receive and ling- in linguist. A root may or may not stand alone as a word. Paint, read and administer which stand alone are called free root while -ceive and ling- which don't stand alone are named bound root. Some other less known roots of English include (also see the last point in section To Be Remembered):

```
-ceive }->\mathrm{ receive, conceive, perceive, decieve
-mit }->\mathrm{ remit, permit, commit, sumit, transmit, admit, submit
ling-}->\mathrm{ linguist, bilingual
-fer }->\mathrm{ infer, differ, transfer
phon- }->\mathrm{ phonetic, telephone, euphonious
```



## CHAPTER EIGHT

## (( Phonetics ))

When you know a language you know the sounds of the language, and you know how to combine those sounds into words. Although languages may contain different sounds, the sounds of all the languages of the world together constitute a class of sounds that the human vocal tract is designed to make. This chapter will discuss these speech sounds, how they are produce, and how they may be classified.
The general study of the characteristics of speech sound is called phonetics. All sounds, whether notes, animal noises, or human speech, are simply patterns or waves of energy that move through the air. The field of study devoted to the investigation of sound waves (physical properties of sounds) is known as acoustic phonetics. Sounds may also be studied in terms of their origin, that is, how they are produced. When the means of production is the human vocal apparatus, the study is called articulatory phonetics. The sound waves move in the air and we hear to interpret them. Auditory phonetics is concerned with how listeners perceive these sounds. Many aspects of the highly detailed descriptions of speech sounds are of only marginal interest to the linguist.
One other area, called forensic phonetic, has applications in legal cases involving speaker identification and the analysis of recorded utterances.

$$
\begin{aligned}
& \text { مطالعه عام خصوصيات اصوات گَتارى رPhonetics (آواشناسى) گويند. Phonetics به سه قسمت تقسيم مىشوند: } \\
& \text { : كه به مطالعه نحوه توليد اصوات كفتارى می يرازد. Articulatory phonetics } \\
& \text { : كه به ويزگى هاى فيزيكى كفتار به عنوان امواج صوتى در فضا مى ير دازد. }
\end{aligned}
$$



## 1. Articulatory Phonetics

The production of any sound involves the movement of air. Most speech sounds are produced by pushing lung air through vocal cords up the throat, and into the mouth or nose, and finally out of the body. A brief anatomy lesson is in order. The opening between the vocal cords is the glottis and is located in the voice box or larynx. The tubular part of throat above the larynx is the pharynx. What sensible people call 'the mouth' we linguists call the oral cavity to distinguish it from nasal cavity, which is the nose and the plumbing that connects it to the throat, plus your sinuses. All of it together is the vocal tract.
 (laminal)

## 2. Sound Descriptions

Linguists differ regarding the particular set of features they utilize in their descriptions of sounds. In traditional linguistics we investigate consonants and vowels from the following perspectives:

| $\overline{\text { Consonants }}$ |
| :--- |
| place of articulation |
| manner of articulation |
| voiced vs. voiceless |


| Vowels |
| :--- |
| high vs. low |
| front vs. back |
| lip rounding |
| lax vs. tense |

### 2.1. Consonants

As was mentioned earlier, in traditional phonetics, consonants are investigated from three points of view; place of articulation, manner of articulation, voiced vs. voiceless.

- Place of articulation: we classify consonants according to where in the vocal tract the airflow restriction occurs, called the place of articulation. Movement of the tongue and lips creates the constriction, reshaping the oral cavity in various ways to produce the various sounds.

جايگًاه توليد يعنى محلى در داخل دهان كه در آن گرفتگى و تنگى ايجاد مىشود. عباراتى كه براى توصيف اصوات گوناگون بكار مىروند، همانهايى هستند
كه مربوط به جايگاه توليد صوت مىشوند.

Bilabials [p], [b], [m], [w] are produced using both (=bi) upper and lower lips (=labia); ([w] is also treated as a labio-velar).


Labiodentals $[\mathbf{f}],[\mathbf{v}]$ are articulated by touching the bottom lips to the upper teeth.

* Bilabials and labiodentals are called labials.


Interdentals $[\boldsymbol{\theta}],[\boldsymbol{\delta}]$ are spelled $t h$ and pronounced by inserting the tip of the tongue between the teeth. However, for some speakers the tongue merely touches behind the teeth, making a sound more correctly called dental.


Alveolars $[\mathbf{t}],[\mathbf{d}],[\mathbf{n}],[\mathbf{s}],[\mathbf{z}],[\mathbf{r}],[\mathbf{l}]$ are produced with the tongue raised in various ways to the alveolar ridge.

* For [r] most English speakers either curl the tip of the tongue back behind the alveolar ridge - a retroflex sound - or they bunch up the top of the tongue behind the ridge.


Palatals/ Post-alveolars/ Palato-alveolars/ Alveo-palatals [J], [3], [tJ], [d3], [j] are articulated by the constriction that occurs by raising the front part of the tongue to the palate.

* To make a finer distinction, [j] is palatal and [ $\mathbf{~}],[3],\left[\mathbf{t} \int\right],[\mathbf{d} 3]$ are Post-alveolars/ Palato-alveolars/ Alveo-palatals.

* The first four sounds have alternative forms respectively as [š], [̌̌], [č] and [ $[\check{J}]$.

Velars $[\mathbf{x}]($ Persian $\dot{\boldsymbol{\tau}}),[\mathbf{k}],[\mathbf{g}],[\mathbf{\eta}]$ are produced by raising the back of the tongue to the soft palate.


Uvulars [R] (French sound), [G] (Arabic غ), [q] (Arabic ق.) are formed by raising the back of the tongue to the uvula, the fleshy protuberance that hangs down in the back of our throat.


Glottals [h], [?]: the sound [h] is from the flow of air through the open glottis, and past the tongue and lips as they prepare to pronounce a vowel sound, which always follows [h].
If the air is stopped completely at the glottis by tightly closed vocal cords, the sound upon release of the cords is a glottal stop [?]. The interjection un-oh that you hope never to hear your dentist utter, has two glottal stops and is spelled phonetically [? $\boldsymbol{\wedge} \mathrm{Po}$ ].
Labio-velar [w] is produced by both raising back of the tongue toward the velum and simultaneously rounding the lips. (According to Yule, [w] is bilabial, but Fromkin and Hudson recognize [w] as labio-velar.)

* [ $M$ ], a voiceless version of [w], appears in some English dialects in pronunciations of words like when and which, spelled with wh. Here this phone is considered to be [h] followed by [w].
- Manner of articulation: speech sounds also vary in the way the airstream is affected as it flows from the lungs up and out of the mouth and nose. It may be blocked or partially blocked; the vocal cords may vibrate or not vibrate. We refer to this as the manner of articulation.

```
اكنون مى خواهيم اصوات را از لحاظ چֶگَنگی شيوءٔ توليد نيز توصيف كنيم. اين چنْين توصيفى زمانى التزامى است كه بخواهيم بـين برخـى اصـوات كـه در
```

    بحث قبل در يك دستهبندى قرار داديم، تمايز قائل شويم.
    Stops $[\mathbf{p}],[\mathbf{b}],[\mathbf{t}],[\mathbf{d}],[\mathbf{k}],[\mathbf{g}],[\mathrm{P}],[\mathbf{m}],[\mathbf{n}],[\mathbf{y}]$ are consonants in which the airstream is completely blocked in the oral cavity for a short period and then let go abruptly.

* Oral stops = plosives $[\mathbf{p}],[\mathbf{b}],[\mathbf{t}],[\mathbf{d}],[\mathbf{k}],[\mathbf{g}],[?]$ are produced with the velum up, blocking the air from escaping through the nose
* Nasal stops $[\mathbf{m}],[\mathbf{n}],[\boldsymbol{\eta}]$ are produced when the velum is not in its raised position, and thus air escapes through both the nose and the mouth.
(The division of consonants into nasal and oral is not specific to stops. Generally, consonants are divided into nasal and oral: all of the following classifications are oral sounds. It could be said that only [m], [n] and [ y ] are nasal sounds and the remaining sounds are oral).

Fricatives $[\mathbf{f}],[\mathbf{v}],[\mathbf{\delta}],[\boldsymbol{\theta}],[\mathbf{s}],[\mathbf{z}],\left[\int\right],[3],[\mathbf{x}]$ (Persian $\dot{\boldsymbol{C}}$ ), $[\mathbf{h}]$ involve almost blocking the airstream and having the air push through the very narrow opening; ([h] is also treated as a glide).

Affricates [t $\int$ ], [d3] are produced by a stop closure followed immediately by a gradual release of the closure that produces an effect characteristic of a fricative.

Approximants $[\mathbf{r}],[\mathbf{l}],[\mathbf{w}],[\mathbf{j}],[\mathbf{h}]$ are speech sounds that involve the articulators approaching each other but not narrowly enough or with enough articulatory precision to create turbulent airflow. Approximants are further classified as liquids and glides.

* Liquids [r], [l] in which there is some obstruction of the airstream in the mouth, but not enough to cause any real constriction or friction. They are grouped as a class because they are acoustically similar. The [1] sound is called a lateral liquid and is formed by letting the airstream flow around the sides of the tongue as the tip of the tongue makes contact with the middle of the alveolar ridge. It is worth mentioning that [1] is the only [+lateral] sound segment in English.
* Glides [w], [j], [h] are typically produced with the tongue in motion or gliding to or from the position of a vowel (i.e. they are transitional sounds) and are thus sometimes called semi-vowels. (Fromkin recognize [h] as fricative.)
Trill is produced by rapid vibrations of an articulator. An alveolar trill [r] is produced by vibrating the tongue tip against the alveolar ridge. It is found in the Spanish word perro. Also, uvular [ R$]$ in French is produced by vibrating the uvula.

Tap/Flap $[\mathrm{r}] /[\mathbf{D}]$ another r -sound is called a flap and is produced by a flick of the tongue against the alveolar ridge. It sounds like a 'very fast d'. Most Americans produce a flap instead of a [t] or [d] in words like rider and writer.

- Voiced vs. Voiceless: as was mentioned earlier, air pushes through the larynx (voice box). Inside the larynx are your vocal cords, which take two basic positions:
> When the vocal cords are spread apart, the air from the lungs passes between them unimpeded. Sounds produced in this way are described as voiceless or fortis.
- When the vocal cords are drawn together, the air from the lungs repeatedly pushes them apart as it passes through, creating a vibration effect. Sounds produced in this way are described as voiced or lenis.

| Consonant | Symbol name | Description | Example Words |
| :---: | :---: | :---: | :---: |
| [p] | lower case $p$ | voiceless bilabial stop | peace, pray |
| [b] | lower case $b$ | voiced bilabial stop | book, brand |
| [t] | lower case $t$ | voiceless alveolar stop | trill, towel |
| [d] | lower case $d$ | voiced alveolar stop | drink, dash |
| [k] | lower case $k$ | voiceless velar stop | cream, case |
| [g] | lower case $g$ | voiced velar stop | glue, germ |
| [?] | - | voiceless glottal stop | uh-oh |
| [f] | lower case $f$ | voiceless labiodental fricative | flower, fool |
| [v] | lower case $v$ | voiced labiodental fricative | value, velar |
| [日] | theta | voiceless (inter)dental fricative | three, thank |
| [ ${ }^{\text {] }}$ | eth | voiced (inter)dental fricative | though, this |
| [s] | lower case $s$ | voiceless alveolar fricative | slow, sew |
| [z] | lower case $z$ | voiced alveolar fricative | zip,zoo |
| [ [] | esh | voiceless post-alveolar fricative | shrink, shy |
| [3] | yogh | voiced post-alveolar fricative | vision, azure |
| [ t ]$]$ | - | voiceless post-alveolar affricate | chair, mature |
| [d3] | - | voiced post-alveolar affricate | jury, jack |
| [m] | lower case $m$ | voiced bilabial nasal | meal, medical |
| [n] | lower case $n$ | voiced alveolar nasal | neck, native |
| [ท] | ang/angma | voiced velar nasal | think, wrong |
| [1] | lower case $l$ | voiced alveolar liquid | leather, lake |
| *[r] | lower case $r$ | voiced alveolar liquid | real, rule |
| [w] | lower case $w$ | voiced labio-velar/bilabial glide | wash, worry |
| [j] | lower case $j$ | voiced palatal glide | yell, yawn |
| [h] | lower case $h$ | voiceless glottal glide/fricative | happy, hello |

[^0]

## CHAPTER NINE

## (( Phonology ))

Phonology is essentially the description of the systems and patterns of speech. These patterns may be as simple as the fact that the velar nasal cannot begin a syllable in English, or as complex as why the $g$ in sign is silent. The word 'phonology' refers both to the linguistic knowledge that speakers have about the sound patterns of their language and to the description of that knowledge that linguists try to produce.

## 1. Phoneme, Phone, Allophone

Phoneme is the smallest meaning-distinguishing sound unit in the abstract representation of the sounds of a language. Then, the essential property of a phoneme, which is placed between slant lines, is that it functions contrastively and also that it is sensed in mind. We know there are two phonemes $/ \mathrm{t} / \mathrm{and} / \mathrm{p} / \mathrm{in}$ English because they are the only basis of the contrast in meaning between the words cat and cap. This contrastive property is the basic operational test for determining the phonemes that exist in a language. If we substitute one sound for another in a word and there is a change of meaning, then the two sounds represent different phonemes. While the phoneme is the abstract unit or sound type, a particular realization (pronunciation) of a phoneme is called a phone. Phones are phonetic units and appear in square brackets. When we have a group of several phones, all of which are versions of one phoneme, we add the prefix allo- (=one of a closely related set) and refer to them as allophones of that phoneme.
For example, phoneme $/ \mathrm{p}$ / has two representations: one is the aspirated phone $\left[\mathrm{p}^{\mathrm{h}}\right.$ ] in pit; another is regular [ p ] in spit. Then, $[\mathrm{p}]$ and $\left[\mathrm{p}^{\mathrm{h}}\right]$ are said to be allophones of phoneme $/ \mathrm{p} /$.
Some phones may be allophones of more than one phoneme. There is no one-to-one correspondence between the phonemes of a language and their allophones. In English for example, stressed vowels become unstressed according to regular rules, and ultimately reduced to schwa [ $\rho$ ], which is an allophone of each English vowel.

كوچكترين واحد صوتى تمايزدهنده معنا در نمايش انتزاعى اصوات يكـ زبان است. يكى ويزگگى اصـلى Phoneme تقابلى عمل مى كند. مىدانيم كه دو phoneme (واج) /t / و /p/ در زبان انعَليسى وجود دارد، چون تنها شـالودهٔ تقابـل معنـايى بـين كلمـات cat و cap است. اين ويزگیى تقابلى، آزمون اصلى عملى براى تعيين واجهايیى است كه در يك زبان وجود دارند. اگر در كلمهاى يــى صـوت را جـايگزين صـوت ديگـرى
بكنيم و در كلمه تغيير معنايی ايجاد شود، در آن صورت آن دو صوت نمايانگر دو phoneme متفاوت خواهند بود.

اگرچه phoneme واحد انتزاعى است ولى گونههاى بسيار مختلفى از آن صوت در گفتار توليد شده در عمل (در دهان) مىتواند وجود داشته باشد. مىتوانيم
 آنها گونههايى از يك phoneme هستند، پسوند allo را به آن اضافه مى كنيم و آنها را allophone آن phoneme مى آناميم. تفاوت اصلى بين phoneme و allophone به اين گونه است كه اگر جاى يك phoneme را با phoneme ديگرى عوض كنيم، اين كار باعـث مــشــود كه به كلمهاى با معناى ديگًر دست يابيم (كه مى تواند تلفظ ديگرى داشته باشد)، ولى جايگزينى allophoneها به جاى هم فقط باعـث تلفـظ متفــاوت (و شايد غيرعادى) همان كلمه شود.

## 2. Phonological Rules

Each morpheme entered in the lexicon contains a phonemic representation - an abstract description containing only essential, unpredictable information - and, for each morpheme, the grammar also provides a concrete phonetic representation containing all information necessary to describe actual pronunciation. Linking these two types of representation is a set of generalizations called phonological rules that convert phonemic representations to phonetic representation.

## Phonemic <br> Representation



## Phonetic

Representation
The step-by-step application of rules to a phonemic form, to yield a pronunciation or phonetic form is called derivation.
There are phonological rules of three types, according to their functional role in yielding pronunciations from lexical forms; Morphophonemic rules, Allophonic rules and Redundant rules.

### 2.1. Morphophonemic Rules

Knowledge of phonology determines how we pronounce words and the parts of words we call morphemes. Often, certain morphemes are pronounced differently depending on their context - thus, we say they have phonological conditioning-, and we will introduce a way of describing this variation with phonological rules. The particular phonological rules that determine the phonetic form of morphemes of the language are morphophonemic rules. Here we introduce three such rules from English.

### 2.1.1. Plural morpheme ' $s$ '

In order to make a noun plural, regularly plural morpheme ' $s$ ' is added to the end of a noun. However, the pronunciation of this morpheme differs from word to word. In 'dogs' it is pronounced [z]; in 'cats' it is pronounced [s]; and in 'masses' it is pronounced [əz]. The following two rules account for these differences:

- Insert a [ə] before plural morpheme $/ \mathrm{z} /$ when a regular noun ends in a sibilant, giving [əz].
- Change the plural morpheme $/ \mathrm{z} /$ to a voiceless [s] when preceded by a voiceless sound.

Because the basic form of the plural is $/ \mathrm{z} /$, if no rule applies, then the plural morpheme will be realized as $[\mathrm{z}]$. The following chart shows how the plurals of mat, pitch and wall are formed:

|  | mat + pl. | pitch + pl. | wall + pl. |
| :---: | :---: | :---: | :---: |
| Basic |  |  |  |
| representation |  |  | $\begin{gathered} \text { /wal + z/ } \\ \downarrow \end{gathered}$ |
| Apply rule (1) |  |  |  |
| Apply rule (2) | s |  | $\checkmark$ |
| Phonetic representation | [mæts] | [pit ${ }^{\text {ez] }}$ | [walz] |

You should remember from unit 6 that in suppletive forms morphological fusion occurs, that is the free and bound morphemes mix, so that it is impossible to separate them. Even, here the morphophonemic rules apply. Thus the following are morphophonemic rules as well.

Sheep $+\{$ plural morpheme $\} \rightarrow$ sheep
Child + \{plural morpheme $\} \rightarrow$ children
Then, the morpheme third person singular ' s ' has the allomorphs [ s ] (as in cats), $[\mathrm{z}]$ (as in $\operatorname{dogs}$ ), [ zz ] (as in buses), -en (as in oxen), -a (as in criteria), -i (as in stimuli), Ø or zero morpheme (as in sheep), etc.

### 2.1.2. Past morpheme ' $d$ '

Just as $/ \mathrm{z} /$ was the basic form of the plural morpheme, $/ \mathrm{d} /$ is the basic form of the past-tense morpheme, and the rules for past-tense formation of regular verbs is much like the rules for the plural formation of regular nouns. As you know past morpheme in 'derived' is pronounced [d]; in 'walked' is pronounced [ t ]; and in 'greeted' is pronounced [əd]. The following two rules account for these differences:
$\rightarrow$ Insert a [ $\partial$ ] before past-tense morpheme / $\mathrm{d} /$ when a regular verb ends in a non-nasal alveolar stop giving [əd].

- Change the past-tense morpheme $/ \mathrm{d} /$ to a voiceless [ t ] when preceded by a voiceless sound.

Because the basic form of the past tense is / $\mathrm{d} /$, if no rule applies, then the past morpheme will be realized as [d]. The following chart shows how the plurals of tend, crack and stir are formed:

|  | tend + past-tense | crack + past-tense. | stir + past-tense |
| :---: | :---: | :---: | :---: |
| Basic |  |  |  |
| representation | /tend $+\mathrm{d} /$ | /kræk + d/ | /stir $+\mathrm{d} /$ |
| Apply rule (1) |  |  | $\stackrel{\downarrow}{-}$ |
| Apply rule (2) |  | t | -- |
| Phonetic representation | [tındəd] | [krækt] | [st I rd] |

Also, there are instances of suppletive form in simple past verbs. Again the morphophonemic rules apply here. However such rules do not determine pronunciation of words. Thus the following are morphophonemic rules as well.

Hit + \{past morpheme $\} \rightarrow$ hit
Hang $+\{$ past morpheme $\} \rightarrow$ hung

### 2.1.3. Negative maker 'in-’

The English negative prefix 'in-' has at least three allomorphs
\(\left.$$
\begin{array}{lll}\text { Allomorph } & \begin{array}{l}\text { Environment } \\
\text { before vowels } \\
\text { bin }]\end{array} & \begin{array}{l}\text { Examples } \\
\text { inexorable }\end{array}
$$ <br>

{[\mathrm{Im}]} \& before bilabeolar \& indirect\end{array}\right]\)| impossible |
| :--- |
| $[\mathrm{Ig}]$ |

The pronunciation of this morpheme is often revealed by the spelling 'im-' when it is prefixed to morphemes beginning with $p, b, m$. Because we have no letter $\eta$ in English alphabet, the velar [ $\eta$ ] is written as $n$ in words like incomplete. It is also possible to refer to other allomorphs of 'in-'. These include 'il-' in illegal and 'ir-' in irrelevant.

### 2.2. Redundant Rules

The specification of $(+)$ or $(-)$ of certain features of a phoneme is predictable from the specification of certain other features of the same phoneme. The rules which state these relationships are called redundant rules. The following rules are redundant:
If a consonant is [+voice], then it is [-tense].
If a vowel is [ - low, + back], then it is [ + round].
If a consonant is [+nasal], then it is [ + voice].
(In English) [-vocalic, +consonantal] sounds are [-low, -round, -lateral].

### 2.3. Allophonic Rules

They fill in qualities of pronunciation which are absent in the lexical forms of morphemes but are required by their circumstances in speech; thus these rules add non-distinctive features. There are many allophonic rules in English some of which are introduced below.


## CHAPTER THIRTEEN

## ((Language in Society))

The term sociolinguistics is used generally for the study of the relationship between language and society. This is a broad area of investigation that developed through the interaction of linguistic with a number of other academic disciplines.

## 1. Dialect

All speakers of English can talk to each other and pretty much understand each other. Yet, no two speakers speak exactly alike. Some differences are the result of age, sex, social situation, and where and when the language was learned. These differences are reflected in word choices, the pronunciation of words, and grammatical rules. The unique characteristics of the language of an individual speaker are referred to as the speaker's idiolect.
If we study many samples of idiolects from all over the world, we find that some idiolects are more similar to one another than are other idiolects. In other words, certain idiolects share linguistic features not found in others. By comparing idiolects in this way, we can divide the speakers of a language into groups, where speech of each group contains certain features not found in the other groups. Where there are systematic differences in the way different groups speak a language, we say that each group speaks a dialect of that language. In the study of dialects or dialectology, dialects are defined as mutually intelligible forms of a language that differ in systematic ways.
It is not always easy to decide whether the systematic difference between two speech communities reflects two dialects or two languages. The difference between them is a matter of degree. There is a kind of hierarchy in the organization of idiolects, dialects and languages. If we start with individual speakers and their idiolects, we can see that a dialect is simply a set of similar idiolects, and a language is a set of similar dialects. Generally, a rule-ofthumb definition says: when dialects become mutually unintelligible, these dialects become different languages.
Another closely related concept is accent. Regional phonological or phonetic distinctions are often referred to as different accents. Accent refers to the characteristics of speech that convey information about the speaker's dialect, which may reveal in what part of the country the speaker grew up or to which sociolinguistic group the speaker belongs. The term accent is also used to refer to the speech of non-native speakers, that is, someone who has learned the language as a second language. It is different from the term dialect, which is used to describe features of grammar and vocabulary as well as aspects of pronunciation.

### 1.1. Regional Dialect

A change that occurs in one region and fails to spread to other regions of the language community creates dialect differences. When enough such differences accumulate in a particular region, the language spoken has its own character, and that version of the language is referred to as a regional dialect.

The chief factor involved in the creation of dialects or related languages is the degree of intercommunication among the speakers of a language. If all speakers of a language come into contact with all other speakers, then, although linguistic change will occur, it will not result in division of the language into dialects or new languages.
Just as lack of intercommunication tends to create dialect distinction, so the existence of intercommunication may prevent the development of separate dialects. In fact, intercommunication may even bring about dialect leveling, the situation in which dialect differences disappear. Population mobility is one of the chief factors involved in the dialect leveling. As people move from one region to another, they carry with them their original dialect. Encountering a new dialect, they may then lose some of their old features while at the same time acquiring new ones. Other possible causes of dialect leveling may be increased exposure to various forms of mass communication and ease of travel (though little evidence supports this theory).
To investigate regional dialects, it is important to know if the person whose speech you are recording really is a typical representative of the region's dialect. Consequently, the informants in the major dialect surveys of the twentieth century tended to be NORMS or 'non-mobile, older, rural, male speakers'. Such speakers were selected because it was believed that they were less likely to have influences from outside the region in their speech. One unfortunate consequence of using such criteria is that the resulting dialect description tends to be more accurate of a period well before the time of investigation.

### 1.1.1. Isogloss and Dialect Areas

Studies by dialectologists show that people who live in different regional dialects have phonological differences. For example, one dialect may pronounce herb as [herb] while another dialect pronounces it as [crb]. Regional dialects may differ in the vocabulary and syntax people use for the same object, as well as in phonology. The aim of the surveys of this type is naturally to find a number of significant differences in the speech of those living in different areas and to be able to chart where the boundaries are, between those areas. All the information collected through these surveys is transferred into dialect maps which show the areas where specific dialectal characteristics occur in the speech of the region (a book of dialect maps is called dialect atlas). If it is found, for example, that the vast majority of informants in one area say they carry things home from the store in a paper bag while the majority in another area say they use a paper sack, then it is usually possible to draw a line across a map separating the two areas. This line is called an isogloss. These separated areas which are distinguished by different word usages and varying pronunciations, among other linguistic differences, are called dialect areas. When you cross an isogloss, you are passing from one dialect area to another. If a very similar distribution is found for another two items, then another isogloss, probably overlapping the first, can be drawn on the map. When a number of isoglosses coincide in this way, a more solid line, indicating a dialect boundary can be drawn.

### 1.1.2. Dialect Continuum

It is worth mentioning that at most dialect boundary areas, one dialect or language variety merges into another. Suppose we start moving from West, where everybody uses the term pail, to East. As we move further East the number of speakers who uses pail gradually decreases; on the other hand, the number of those who use the term bucket increase. Keeping this in mind, we can view regional variation as existing along a dialect continuum rather as having sharp breaks from one region to the next. Those who move back and forth across a border area, using different varieties with some ease (in the above example, using both pail and bucket) may be described as bidialectal.

### 1.2. Social Dialect

In many respects, social boundaries and class differences are as confining as the physical barriers that often define regional dialects. It is therefore not surprising that different dialects of a language evolve within social groups. The social boundaries that give rise to dialect variation are numerous. They may be based on socioeconomic status, ethnic or racial differences, country or origin, education, and even gender. Dialect differences that seem to come about because of social factors are called social dialects/ sociolect, as opposed to regional dialects, which are spawned by geographical factors.

What distinguishes people as belonging to one group or another is the use of social markers - a linguistic feature that marks the speaker as a member of a particular social group. For example in US, people with high socioeconomic status tend to produce $/ \mathrm{r} /$ after vowels as in fourth floor, while the working class produced less $/ \mathrm{r} /$ after vowels.
Note 1:When we look for other examples of language use that might be characteristic of a social dialect, we treat class as the social variable and the pronunciation or word as the linguistic variable.

### 1.2.1. Standard dialect

In most societies, there is some model of language usage that members identify as highly acceptable. Those who use this particular variety of the language are accorded some prestige, and speakers of other varieties may attempt to model their own speech after this variety. In such cases, we may speak of the standard dialect of the language.

### 1.2.2. Non-standard dialect

Other dialects, which differ from this standard, are sometimes subject to criticism from those who use the standard dialect. Dialects that differ to some extent from the standard are referred to as non-standard.
The bases for classifying a dialect as standard or non-standard have little or nothing to do with the linguistic facts about the dialect. Rather, such judgments are based on nonlinguistic facts. The selection of a standard dialect is determined by such matters as the political or social prestige of those who speak the dialect. Then, dialects are intimately related to the notion of prestige within a society. Basically, the standard dialect is the dialect that is associated with prestige in the society at large. Since most prestigious people speak the standard it is easy to associate the standard with prestige.

## Progress Check

1- $\qquad$ refers only to distinctive pronunciation, whereas $\qquad$ refers to grammar and vocabulary as well.

1) Accent - dialect
2) Nation dialect - accent
3) Dialect - register
4) Register - accent

2- The speech of every particular individual speaker of a language is referred to as $\qquad$

1) accent
2) dialect
3) idiolect
4) sociolect

3- When a number of isoglosses come together, ......... is formed.

1) overt prestige
2) social dialect
3) dialect leveling
4) dialect boundary

4- When due to natural obstacles, a change fails to affect the speech of the people beyond the obstacle, .......... is created.

1) idiolect
2) regional dialect
3) non-standard dialect
4) accent

## 5- Dialect leveling may be created as a result of .........

1) different social groups
2) mass communication
3) high number of speakers in one region
4) economic growth in an area

## ( Answers

## 1- Choice "'"

Dialect is a variety of a language that is distinguished from other varieties of the same language by features of phonology, grammar, and vocabulary and pronunciation.
Accent is a mode of pronunciation, as pitch or tone, emphasis pattern, or intonation, characteristic of or peculiar to the speech of a particular person, group, or locality.

## 2- Choice " 3 "

The speech of every particular individual speaker of a language is referred to as idiolect.

## 3- Choice " 4 "

When a number of isoglosses come together, dialect boundary is formed

## 4- Choice " 2 "

A change that occurs in one region and fails to spread to other regions of the language community creates regional dialect.

## 5- Choice " 2 "

Causes of dialect leveling are mass communication, ease of travel and population mobility.

## 2. Languages in Contact

### 2.1. Bilingualism and Code-switching

In many countries, regional variation is not simply a matter of two (or more) dialects of a single language, but can involve two (or more) quite distinct and different languages. Canada, for example, was an English speaking country with a French-speaking minority group. In such a situation, the members of the minority group have the feature of bilingualism; on the one hand they grow up in a linguistic community, mainly speaking one language (French), on the other they learn another language (English) to take part in the larger dominant linguistic community.
When Quebecois in Canada speak French, they may insert an English word or phrase into a single sentence or move back and forth between French and English, a process called code-switching.

### 2.2. Diglossia and Vernacular

A rather special situation involving two distinct varieties of a language, called diglossia, exists in some countries. In diglossia, there is a 'low' variety (demotic), acquired locally and used for everyday affairs, and a 'high' or special variety, learned in school and used for important matters. A type of diglossia existed in Europe with Latin as the high variety and one of the local languages of Europe (early versions of French, Spanish, etc.) as the low variety or 'vernacular'.
Vernacular is a general expression for a kind of social dialect, typically spoken by a lower-status group, which is treated as non-standard because of marked differences from a socially prestigious variety treated as the standard language. This term has been used since the Middle Ages, first to describe local European languages (low prestige) in contrast to Latin (high prestige), then to recognize any non-standard spoken version of a language used by lower-status groups.

### 2.3. Language Planning

In situations where many languages are spoken in a community, government, legal and educational organizations in many countries have to plan which variety or varieties of the languages spoken in the country to be used for official business. This is referred to as language planning - choosing and developing an official language or languages for use in government and education. Language planning consists of the following stages:

* Selection: is choosing an official language
* Codification: in which basic grammars, dictionaries and written models are used to establish the Standard variety
* Elaboration: in which standard variety is developed for use in all aspects of social life and the appearance of a body of literary word written in the standard
* Implementation: is largely a matter of government attempts to encourage use of the standard
* Acceptance: is the final stage when a substantial majority of the population has come to use the standard and to think of it as the national language, playing a part in not only social, but also national, identity.


### 2.4. Lingua Franca

Many areas of the world are populated by people who speak diverse languages. In such areas, where groups desire social or commercial communication, one language is often used by common agreement. Such a language is called a lingua franca. For example, English has been called 'the lingua franca of the whole world' and French at one time was 'the lingua franca of diplomacy'.

### 2.5. Pidgins

Often in history, traders and missionaries from one part of the world have visited and attempted to communicate with peoples residing in another distant part. In such cases, the contact is too specialized for one language to function effectively as a lingua franca. Instead the two (or possibly more) groups use their native languages as a basis for a rudimentary lingua franca with few lexical items and less complex grammatical rules. Generally, most of the lexical items are chosen from a dominant language, called the lexifier language/ superstrate language. The other language(s), called the substrate language(s) contribute only marginally to the lexicon and grammar. A language created in such a way is known as a pidgin. Pidgins have the following properties:

* Although pidgins are in some sense rudimentary, they are not devoid of rules. The phonological system is rule-governed, as in any human language. The inventory of phonemes is generally small, and each phoneme may has many allophonic pronunciations.
* Although pidgins are in some sense rudimentary, there are also grammatical rules. For example in some pidgins, verbs that take a direct object must have the suffix -m or -im.
* They don't have any complex grammatical morphology and with their small vocabularies, pidgins are not good at expressing fine distinctions of meaning. Many lexical items bear a heavy semantic burden, with context relied on to remove ambiguity. Also, much circumlocution and metaphorical extension is necessary.
* Functional morphemes often take the place of inflectional morphemes found in the source language.
* They have no native speakers.


### 2.6. Creoles

When children are exposed to a pidgin as their linguistic input, they develop a language that is no longer a pidgin but that is more complicated and shares many of the fundamental characteristics of a non-pidgin human language. One that is far richer and more complex than the pidgin that the children heard when growing up. Such a language is called a creole.

Note 2:The biggest difference between pidgin and creole is that the former doesn't have native speakers but the latter does.

### 2.7. The Post-creole Continuum

In many contemporary situations where creoles evolved, there is usually evidence of another process at work. Just as there was development from a pidgin to a creole, known as creolization, there is now a retreat from the use of creole by those in contact with a standard variety of the language. Where education and greater social prestige are associated with a higher variety, a number of speakers tend to use fewer creole forms and structures. This is called decreolization which leads, at one extreme, to a variety that is closer to the external standard model and leaves, at the other extreme, a basic variety with more local creole features. The more basic variety is called the basilect and the variety closer to the external model is called the acrolect. Between these two extremes there are other varieties called mesolect.


[^0]:    * $[\mathrm{r}]$ and $[1]$ are distinguished by the additional feature of [+lateral] for [1].

